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Buoyancy-corrected k–� models and large eddy simulation applied
to a large axisymmetric helium plume
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SUMMARY

The present numerical study is focused on testing two different modeling approaches to simulate a large
turbulent buoyant helium plume, in particular the near-field region. First, buoyancy-corrected k–� models
are applied in Reynolds-averaged Navier–Stokes (RANS) calculations, then large eddy simulation (LES)
using a standard Smagorinsky model is examined. Good results are produced using the buoyancy-corrected
models, in particular, excellent agreement is achieved for the radial profiles of the streamwise velocity.
However, the predictions are very sensitive to the choice of the buoyancy constant, C3�, in the models.
The present LES calculations show that the puffing frequency is accurately predicted. Predictions for
the time-averaged velocities are within experimental uncertainty at all locations. The predicted plume
concentrations are in good agreement at the base of the plume, but the centerline values are overpredicted
farther downstream. The higher-order statistics are best predicted with the finest mesh. A sensitivity
analysis on grid refinement, values of the Smagorinsky constant and the Schmidt number are included.
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1. INTRODUCTION

This study is focused on implementing and testing two different strategies to model the near-field
region of a large axisymmetric turbulent buoyant helium plume. First, Reynolds-averaged Navier–
Stokes (RANS) calculations will be examined using buoyancy-corrected k–� models. Then, a large
eddy simulation (LES) model will be investigated.
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58 W. CHUNG AND C. B. DEVAUD

Buoyancy plays a key role in many physical processes such as the spread of smoke and toxic
gases from fires, release of gases from exhaust stacks and volcanic eruptions. The far-field region
of turbulent buoyant plumes has been investigated extensively and self-similarity functions for
temperature and velocity profiles have been derived [1, 2]. For example, Shabbir and George [3]
provided a comprehensive set of velocity and temperature measurements of a round thermal
buoyant plume. The near-field flow dynamics including flow instability and laminar to turbulent
flow transitions are not well understood. However, they were shown to be crucial in the flow
development or fire growth in the context of fire and safety [1]. Toroidal vortices due to the
Rayleigh–Taylor instability mode were observed in several experiments of helium–air plumes
[4, 5]. The formation of these large vortices results in periodic oscillations called puffs. Cetegen
and Ahmed [4] derived a correlation for the puffing frequency as a function of the Richardson
number. Other studies compared non-reacting buoyant flows with diffusion flames and related
the puffing frequency to different parameters such as ambient pressure, exit velocity and type of
co-flowing oxidizer [6, 7].

There are significant benefits in developing reliable numerical methods and turbulence models
applied to non-reacting buoyant plumes. A large-scale helium–air plume gives a realistic repre-
sentation of the generation of turbulence from buoyancy without the complexities of combustion
and radiation that would take place in a fire. Furthermore, it is crucial to develop and validate
computational tools in close conjunction with experimental techniques in order to have a full set
of tools available to study fluid flow and heat transfer in large-scale situations. A simulation run
using a well-validated computational fluid dynamics (CFD) code can provide accurate information
at any time and any point in space. Equivalent information may be difficult to retrieve from an
experimental investigation.

Within the present framework of investigating a large buoyant plume, direct numerical simula-
tions remain out of reach due to the wide range of length and time scales that need to be fully
resolved. Instead, CFD techniques based on RANS and LES are considered. RANS calculations
are based on ensemble-averaged flow equations where the unclosed Reynolds stress tensor may
be approximated using a two-equation eddy viscosity model such as k–� or a Reynolds stress
formulation.

Different levels of success were achieved with buoyancy-modified RANS models. Previous
numerical studies [8, 9] used buoyancy corrections applied to the k–� model and the algebraic stress
model (ASM) and obtained comparable results for both approaches. Chow and Mok [10] tested
four turbulence models, ASM, k–�, low Reynolds number k–� and a hybrid version between k–� and
ASM for compartment pool fires. Evaluation of the four approaches resulted in similar predictions
with CPU time between 6.3 and 29.5% greater than that required for the k–� model. Thus, the latter
has remained the model of choice due to lack of significant benefits from other RANS models.
Markatos and Malin [11] modeled buoyancy-induced smoke flow in a two-dimensional enclosure
using a k–� model. They found that the addition of the source term did improve the realism of the
predictions. The correct trends were captured when compared with the experimental data, but the
model results did tend to overpredict the depth of the hot layer within the enclosure.

Two common modeling expressions are used to determine the buoyancy production in the
turbulent kinetic energy: one using the simple gradient diffusion hypothesis (SGDH) and the other
based on the generalized gradient diffusion hypothesis (GGDH) [12]. Previous work [13–16]
showed that the SGDH brought no or little improvement in the velocity and temperature predictions
compared with the k–� model without any buoyancy source term. Nam and Bill [13] successfully
corrected the SGDH deficiency for fire plumes by adjusting C� and the turbulent Prandtl number �t .
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Best agreement with experimental data was usually obtained with the GGDH approach [14, 15].
Recently, Van Maele and Merci [16] examined the k–� and the realizable k–� models combined
with the SGDH and GGDH closure for two different buoyant plumes and concluded that both
performed well with the GGDH closure. However, Brescianini and Delichatsios [17] undertook a
comparative study on newer experiments and concluded that the most suitable buoyancy model was
dependent on the set of experimental data. For clarity, a summary of the buoyancy modifications
for the numerical models mentioned above is listed in Tables I and II.

In LES, the large turbulent flow structures containing most of the energy are resolved explicitly,
while the dissipation scales are modeled. Consequently, the instantaneous resolved flowfield can
be provided with greater accuracy, whereas most of this information is lost in RANS. Thus,
the transient nature of turbulent buoyant plumes may be captured and more flow details can be
provided. Very few LES results have been reported for the near field of buoyant plumes. Zhou
et al. [20] performed a detailed LES study on several buoyant heated plumes and reproduced many
characteristics of buoyant plumes such as the energy decay and the velocity profiles. Desjardin
et al. [21] used LES including dynamic Smagorinsky subgrid scale model for the large axisymmetric
helium plume, experimentally studied by O’Hern et al. [22]. Their results showed some success
in predicting trends but pointed out a large variability on the Smagorinsky constant and grid
resolution.

In this study, detailed comparison of the computational results with well-documented experi-
mental data [22] will be shown. Several buoyancy-corrected k–� models will be revisited in the
context of reproducing the near-field flow dynamics. The first objective is to evaluate the strengths
and weaknesses of these RANS models in the near field of a large turbulent buoyant plume.

Table I. Summary of buoyancy modifications for the source term in � equation
that excludes the flux Richardson number.
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Davidson [8] — 1.44 −�t
�t

1

�
��

�x j
g j

Shabbir and Taulbee [9] — 1.44 −�t
�t

1

�
��

�x j
g j

Chow and Mok [10] — 1.44 −3

2

�t
�t�k

u′
j u

′
k

��

�xk
g j

Annarumma et al. [18] — 1.44 −�t
�t

1

�2
��

�x j

(
�p
�x j

+�∞g j

)

Nam and Bill [13] — 1.44 −�t
1

�
��

�x j
g j

Brescianini and Delichatsios [17] — 1.0 −�t
�t

1

�2
��

�x j

(
�p
�x j

+�∞g j

)

−3

2

�t
�t�2k

(
u′
j u

′
k

��

�xk

)(
�p
�x j

+�∞g j

)

S� =C1�
�
k P+C3�

�
k G−C2�� �2

k .

Copyright q 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2008; 58:57–89
DOI: 10.1002/fld



60 W. CHUNG AND C. B. DEVAUD

Table II. Summary of buoyancy modifications for the source term in � equation that
includes the flux Richardson number.

Reference Rf C3� G
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The second objective is to perform a detailed investigation of three-dimensional and transient LES
using a standard Smagorinsky approach in order to further assess potential benefits and additional
costs compared with RANS calculations.

2. TURBULENCE MODELS

In this section, two different turbulence modeling strategies are examined in order to include the
buoyancy effect: one relies on the k–� model and the second approach is based on LES.

2.1. Buoyancy-corrected k–� models

The standard k–� model [23] is based on the eddy viscosity concept where the Reynolds stress
components are determined as follows:

−�˜u′′
i u

′′
j =2�t S̃i j − 2

3�k�i j (1)

where � is the mean density, �t the turbulent viscosity, S̃i j is the Favre-average strain tensor and
k the turbulent kinetic energy. The turbulent viscosity is calculated using

�t =�C�
k2

�
(2)
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C� being a constant equal to 0.09 and � is the turbulent dissipation rate. The steady transport
equations for k and � are given by

�
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�x j

[(
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where ũ j is the Favre-average velocity, � is the molecular viscosity and P is the production of
turbulence due to shear:

P=−�˜u′′
i u

′′
j

(
�ũi
�x j

)
(5)

G is the production of turbulence due to buoyancy. Standard values are used for the following
constants: C1� =1.44,C2� =1.92,�k =1.0 and �� =1.3 [23]. The production of turbulence due to
buoyancy is commonly modeled with the SGDH approach, namely,

G=−�t
�t

1

�2
��

�x j

(
�p
�x j

+�∞g j

)
(6)

where p is the mean pressure, �t is the turbulent Prandtl number set to 0.85, �∞ is the reference
density corresponding to the density of air in the free stream and g is the gravity. The standard
k–� model has been widely used due to its simplicity, robustness and well-documented validation
tests. However, the formulation based on SGDH results in well-known deficiencies such as the
underprediction of the spreading rate of vertical thermal plumes and the overprediction of the
spreading rate of horizontal stratified flows [13, 18].

To overcome the underprediction of the buoyancy source term G, in Equation (3), an alternative
expression based on the GGDH given by Daly and Harlow [12] can be used:

G=−3
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�t�2k
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)(
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�x j

+�∞g j

)
(7)

The primary difference between the SGDH (Equation (6)) and GGDH (Equation (7)) models is
the inclusion of the cross-stream density variation, ��/�xk , in GGDH, whereas the SGDH model
includes only the streamwise density gradient for the vertical plume. It should be noted that the

normal stresses ˜u′′
ku

′′
k (no summation here) in the main flow direction are approximated as being

equal to the turbulent kinetic energy k. This is justified by the fact that the k–� model does not
predict the normal stresses very well and that these are twice the magnitude of the components of
the normal stress tensor in the other two directions, as shown in the experiments [22].

Further correction may be applied to the transport equation of � where one additional source,
S�B, is added, as shown in Equation (4). Various expressions can be found for S�B depending on
the orientation of the plume (horizontal or vertical layers) and the definition of the flux Richardson
term used [10, 15, 19, 24]. The flux Richardson number is the ratio of the rate of removal of
energy by buoyancy to its production by the shear and is expressed as, Rf=−G/P . An alternative
definition and one that is now taken as the standard is given by Rodi as Rf=−G/(P+G) [25].
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A detailed comparison of the expressions for S�B can be found in Van Maele and Merci [16]. In
this study, the model used by Van Maele and Merci [16] and Markatos and Malin [11] is selected:

S�B=C1�(1−C3�)
�

k
G (8)

where C3� is the buoyancy constant. Past simulations of thermal plumes [11, 13, 14] and isothermal
helium plume [16] indicated that the results were insensitive to the value of C3� between 0.3
and 1.0. A sensitivity analysis will be performed by varying C3� from 0 to 1 in Section 5.1.1. For
comparison, the expression used in the commercial CFD package Ansys CFX [26] is shown:

S�B=C1�C3
�

k
max(0,G) (9)

G=− �t
���

��

�x j
g j (10)

where C3 is a constant set to a default value of unity. Equation (10) is based on the SGDH
expression (Equation (6)) where the pressure gradient is neglected and �∞ is assumed to be equal
to the mean density �. Further, the default CFX buoyancy-corrected k–� model corresponds to
Equation (8) with C3� =0.

2.2. LES

The LES code used in this study is the fire dynamics simulator (FDS) made available through the
National Institute of Standards and Technology. FDS solves the low-Mach number form of the
compressible Navier–Stokes equations. The filtering process in LES introduces unclosed quantities
that are not resolved, such as the subgrid Reynolds stress, the subgrid heat and mass flux, the
combustion heat release rate and the radiation loss. In this study, the flow under consideration is
isothermal. Thus, the approximations related to combustion and heat transfer are not discussed.
FDS has been previously used with success for a variety of reacting and non-reacting flows [27, 28].
The subgrid Reynolds stress, �ij, is modeled using a standard Smagorinsky model [29] where the
subgrid scale eddy viscosity is calculated by

�sgs=�C2
s �

2|S| (11)

where � is the density, Cs the Smagorinsky constant, |S| the filtered rate of strain and � the filter
width defined as (�x �y �z)

1/3, where �x , �y and �z correspond to the grid spacing in the x, y
and z directions, respectively. In the present calculations, Cs is set to 0.2 but sensitivity of the
results to Cs will be examined.

The subgrid diffusivity, Dsgs, is determined by

Dsgs= 1

�

�sgs
Sc

(12)

Sc being the subgrid Schmidt number is equal to 0.5. Different values of Sc will be tested.
The baroclinic torque due to the non-alignment of the density and pressure gradients is included

in the momentum equation.
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3. CASE STUDY: THE AXISYMMETRIC HELIUM PLUME

The axisymmetric buoyant plume selected for this study corresponds to the experiments performed
by O’Hern et al. [22] at Sandia National Laboratories in Albuquerque, New Mexico. In this
section, the experimental conditions are briefly summarized. As shown in Figure 1(a) and (b), the
experimental setup consists of a cubical enclosure of 6.1m length with a 2.3m diameter chimney
located on top of the chamber. Air enters the domain through an annular air duct and the flow is

Figure 1. Experimental setup from O’Hern et al. [22]: (a) schematic
and (b) horizontal view with dimensions in m.
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straightened through a honeycomb apparatus to help maintain flow uniformity. The helium plume
enters the chamber through a 1m diameter opening located 1.74m above the air duct. This is
surrounded by a 0.51m platform to simulate the ‘ground plane’ and causes the surrounding air
to be drawn in radially. In the experiment, acetone is introduced into the helium flow to be used
as the fluorescent tracer gas at 1.7 vol%. Oxygen is also added to the helium mixture at 1.9 vol%
to quench the acetone phosphorescence. This results in a plume molecular weight of 5.45 g/mol.
Air enters the chamber at an average normal velocity of 0.15m/s and the helium plume enters the
chamber at an average normal velocity of 0.325m/s. The average mixture Reynolds number, Re,
is equal to 3200. Data were gathered after initial transients had passed through the chamber and
the experiment had reached a quasi-steady state. Experimental data are available in the near-field
region (i.e. up to 0.9m above the plume source) for the cross-stream and streamwise velocity, plume
concentration, root mean square (rms) of the velocities, rms of the plume concentration, turbulent
kinetic energy and the cross-correlation between the fluctuations of the streamwise velocity and
plume concentration [30]. The experimental uncertainty on the measured velocities, concentrations,
the turbulent statistics and concentration fluctuations is estimated to be around ±20, ±18, ±30
and ±21%, respectively [30].

4. NUMERICAL DETAILS

4.1. Implementation in a RANS code

The buoyancy-corrected k–� transport equations (Equations (3) and (4)) are implemented within the
commercial CFD package, CFX [26]. The SGDH model (Equation (6)) and the GGDH expression
(Equation(7)) for G, as well as the additional source term S�B (Equation (8)), are included using
CFX expression language functions based on FORTRAN subroutines. CFX features a coupled
implicit solver for the governing equations (conservations of mass, momentum and scalar quanti-
ties). Advection is discretized using a second-order scheme and a second-order central differencing
scheme is applied to diffusion. Simulations are run until all maximum residuals for the momentum,
turbulence and species equations were less than 10−4. A lower convergence criterion equal to 10−5

did not produce any significant differences in the predicted velocity and plume concentration.
As shown in Figure 2(a), a slice of the axisymmetric domain is considered due to symmetry.

Calculations using the full three-dimensional domain were also performed and the differences
in the results between the two computational domains were found to be negligible. The smaller
computational domain is kept due to lower run times. The mesh consists of 22882 unevenly spaced
hexahedral cells and is one node thick in the circumferential direction. The plume inlet, platform
surrounding the plume inlet as well as the air inlet are all defined according to the experimental
setup. Mesh dependency tests showed that the predicted velocities and plume concentrations were
grid independent. No slip condition is applied to the wall boundaries. A 5% turbulence intensity is
set at all inlet boundary conditions. Varying the turbulence intensity between 1 and 5% produced
negligible effect in the results. Static pressure opening boundaries are defined for the side walls
and the roof. The plume gas composition consists of helium, acetone and oxygen at concentrations
of 0.71,0.18 and 0.11 in mass, respectively. The plume gas enters the domain at the plume
inlet with a uniform normal velocity profile equal to 0.325m/s. The air inlet velocity profile is
uniform at 0.15m/s. A constant temperature of 284K and atmospheric pressure were assumed.
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(a)

(b)

Figure 2. Computational domains: (a) RANS and (b) LES.
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The simulations were run on one Pentium IV processor and the CPU time was approximately
2.5 h.

4.2. Three-dimensional LES

The governing equations are advanced in time using a second-order MacCormak scheme. Spatial
derivatives are estimated with second-order accurate finite differences on a rectangular grid,
with scalar quantities assigned to the center of grid cells and velocity quantities assigned to
cell faces. Convective terms are upwind biased, based on a Courant–Friedrichs–Lewy condi-
tion, in the predictor step and downwind biased in the corrector step. Diffusive terms are
central differenced. The Poisson equation is solved using a direct fast-Fourier-transform-based
solver.

As seen in Figure 2(b), the experimental setup is simplified into a 4m cubic enclosure for
the present LES. The plume inlet is located at the center of the bottom plane and a surrounding
air-coflow is also defined. Only structured rectangular grids are allowed in FDS. Thus, the plume
inlet is adjusted using a stair-stepped approximation of the circular geometry and keeping the area
as close as possible to the experimental dimensions. The inlet plume velocity is corrected to ensure
that the plume inlet mass flow rate is consistent with that of the experiment. Values for the area and
velocity for the four grid sizes used are displayed in Table III. This adjustment is also applied to the
air inflow rate. The experimental mixture of helium, acetone and oxygen is approximated as a single
gas with the same molecular weight of 5.45 g/mol. The remaining surfaces are modeled as openings.
A uniform mesh is used, i.e. �x =�y =�z =� in order to avoid any problem of permutation for
the Fourier transforms in FDS. Four grid sizes are tested and expressed in terms of plume diameter
to grid cell size ratio, �/D=10,20,40 and 80, resulting in 64×103,512×103,4096×103 and
32768×103 cells, respectively. The initial condition is quiescent air at 284K and 1 atm. FDS adds
random vorticity perturbations to the initial velocity field. Calculations using the first three grids
were run on one single Xeon processor. The simulations with the finest mesh required 16 Xeon
processors and message passing interface was used.

The LES calculations are set up to gather data every 0.05 s of physical time at most. The first
10 s allows for the initial computational flow transients to move downstream and to reach quasi-
steady flow conditions. Results from the second 10 s of simulation are compiled to produce the
time-averaged quantities. The values were compared with those of varying time intervals to ensure
that the initial flow transients were excluded and a sufficient time interval was used to obtain the
time-averaged statistics. Table III shows the CPU time needed for the simulations with the four
grids.

Table III. Plume inlet area, velocity and CPU time for the grid sizes used in LES.

Grid spacing (m) Area (m2) Velocity (m/s) CPU time (h)

Grid I 0.100 0.800 0.319 0.11
Grid II 0.050 0.790 0.323 1.99
Grid III 0.025 0.790 0.323 31.77
Grid IV 0.0125 0.785 0.325 50.32
Experiments [22] N/A 0.785 0.325 N/A
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Figure 3. Effect of C3� using the SGDH buoyancy model on velocity components, plume concentration
and turbulent kinetic energy at y=0.4m: (a) cross-stream velocity; (b) streamwise velocity; (c) plume

concentration; and (d) turbulent kinetic energy.

5. RESULTS

5.1. Buoyancy-corrected-k–� models

Results using different corrections of the standard k–� model are now examined.

5.1.1. Effect of C3�. Owing to the wide range of values for C3� suggested in the literature (see
Tables I and II), a sensitivity analysis is performed for both buoyancy correction approaches, SGDH
and GGDH. Figure 3 presents the predicted cross-stream and streamwise velocity components,
the plume concentration and the turbulent kinetic energy for three values of C3� (0,0.3 and 1)
for the SGDH buoyancy source term at a height of 0.4m above the plume source. For clarity,
only one axial location (y=0.4m) is selected for the radial profiles, but similar trends were
observed at other locations. It can be seen that C3� has a great impact on the shape and magnitude
of all the quantities considered. For example, the maximum streamwise velocity ranges from
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Figure 4. Effect of C3� using the GGDH buoyancy model on velocity components, plume concentration
and turbulent kinetic energy at y=0.4m: (a) cross-stream velocity; (b) streamwise velocity; (c) plume

concentration; and (d) turbulent kinetic energy.

0.85 to 4.99m/s and the peak in the plume concentration ranges from 0.08 to 1.0. Likewise, C3�
is varied between 0 and 0.6 for the GGDH model and the results are shown in Figure 4. Smaller
values of C3� in the GGDH model have a bigger effect on the profiles compared with what is seen in
Figure 3 for the SGDH model. Values of C3� greater than 0.6 could not be tested due to numerical
instabilities. The effects using the GGDH model are very similar to those based on the SGDH
results. Further information is provided in Table IV where the peak values and spreading rates
are compiled for the plume concentration, streamwise velocity and turbulent kinetic energy using
the default CFX, SGDH and GGDH modified k–� models. All three buoyancy models produce
fairly similar results for the maximum values and spreading rates of the plume concentration and
streamwise velocity: decreasing C3� increases the spreading rate and decreases the peak value.
An opposite trend for k is seen where the maximum value rises with increasing C3�. The present
results for the near-field plume region are very different from those reported in past simulations
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Table IV. Maximum value and spreading rate comparison for the various buoyancy models.

Buoyancy Buoyancy Yplume,max r(Yplume,max/2) Vmax r(Vmax/2) kmax r(kmax/2)
model constant (dimensionless) (m) (m/s) (m) (m2/s2) (m)

CFX 0.00 0.10 0.45 1.02 0.53 1.12 0.44
0.55 0.27 0.22 2.37 0.26 1.08 0.23
1.00 1.00 0.11 4.99 0.14 0.30 0.18

SGDH 0.00 1.00 0.11 4.95 0.14 0.33 0.18
0.30 0.28 0.22 2.36 0.26 1.46 0.22
1.00 0.08 0.50 0.85 0.63 1.32 0.49

GGDH 0.00 1.00 0.11 4.92 0.14 0.41 0.18
0.23 0.34 0.19 2.71 0.23 1.70 0.21
0.60 0.09 0.47 0.93 0.58 1.62 0.46

The buoyancy constant corresponds to C3 for the CFX model (Equation (10)) and C3� for the SGDH and GGDH
models (Equations (6) and (7)), Yplume,max is the maximum value of plume mass fraction, r(Yplume,max/2)
the radial position where the plume concentration is equal to half its maximum value, Vmax the maximum
streamwise velocity, r(Vmax/2) the radial position where the streamwise velocity is equal to half its maximum
value, kmax the maximum turbulent kinetic energy and r(kmax/2) the radial position where the turbulent kinetic
is equal to half its maximum value.

for the self-similar region of a planar helium plume [16] and thermal air plumes [9, 11, 15, 17]
where no sensitivity was observed.

In this study, the sensitivity of the predictions to the buoyancy constant may be explained by the
fact that the plume–air density ratio is much smaller than that in previous studies [9, 11, 15–17].
Here, the density ratio (defined as the density of the source inlet fluid divided by the density of
ambient air) is equal to 0.182, which is, for example, much lower than the value for the planar
plume, studied by Van Maele and Merci [16], equal to 0.75. This low density ratio is expected
to be sustained in the near field of the plume where the simulation results are compared with the
experimental data. This also implies that large density gradients are expected to occur in the shear
layer between the inlet mixture made of 96.4% helium and ambient air. Thus, the source term
G in Equations (6) and (7) will be larger in the present plume than in previous cases. Here, the
density ratio is low and small changes in the value of C3� in Equation (8) result in a much larger
effect on S�B.

It is also common to neglect the pressure gradient and assume that �∞ is equal to � as used by
the default CFX model in Equation (10). Near the plume inlet, it is found in the present results
that the pressure gradient is in an order of magnitude less than the �∞g j and it further decreases
as the flow moves away from the inlet. Thus, neglecting the pressure gradient is a reasonable
approximation. However, the assumption of having �∞ equal to � appears inaccurate in the current
configuration. The source term G in CFX is much smaller by a factor of as much as 5.6 compared
with the SGDH model for the same model constants.

5.1.2. SGDH and GGDH approaches. Best agreement with the experimental data is achieved for
C3� equal to 0.30 for the SGDH model and 0.23 for the GGDH model. For information, the best
results using the CFX default model with C3=0.55 are also shown in Figures 5 and 6. Predictions
for the velocity components are displayed in Figure 5. The numerical values of the cross-stream
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Figure 5. Comparison of the predicted cross-stream velocity (left) and streamwise velocity (right) using
modified k–� models with experimental data. The grey shaded area shows the experimental uncertainty.
The same notation will be used in the subsequent figures: (a) y=0.2m; (b) y=0.4m; and (c) y=0.6m.
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velocity follow the experimental profile for the three positions considered with the GGDH producing
slightly better values. Larger differences between the predictions and the experimental values
appear for positions farther downstream. The results for the streamwise velocity are in excellent
agreement with the experimental data, in particular, for the SGDH model and CFX model are
nearly identical producing the best match at the three axial positions considered. At y=0.4 and
0.6m, the three profiles collapse together. At y=0.2m, the centerline values are overpredicted by
the GGDH, but at larger heights (at y=0.4 and 0.6m), the differences between the simulations
and the experiments are very small. Overall, the numerical values for the streamwise velocity are
within the experimental uncertainties.

Figure 6 presents the radial profiles of the plume concentration and the turbulent kinetic energy
compared with the experimental values. The CFX and SGDH models produce the best predictions
of the plume concentration: at y=0.2m, a slight underprediction is visible near the centerline and
at the other locations, a small overprediction is observed. However, the profiles are wider compared
with the experimental data. It is not clear why the predictions of the plume concentration are
not as good as those of the streamwise velocity. Differential diffusion may be present. Inclusion
of molecular diffusion did not bring any further improvement. For all models there are some
discrepancies in the turbulent kinetic energy results compared with the experimental data, in
particular at y=0.2 and 0.4m where the numerical values are clearly larger than the experimental
measurements. The additional source term G may be too large resulting in high values of k
compared with the experiments. However, this overprediction does not have a significant impact
on the profiles of the velocity components and plume concentration. One possible explanation is
that the source term G is also found in the transport equation of the dissipation rate, �, and higher
value of G also results in higher source of dissipation in Equation (4). Consequently, the two
effects may counter-act and have a smaller influence on the other quantities.

Figure 7 presents the centerline profiles of the streamwise velocity for the three models, i.e.
SGDH with C3� =0.3, GGDH with C3� =0.23 and CFX with C3=0.55, and the experimental
values. The predictions closely follow the experimental profile and remain within the experimental
uncertainty. This indicates that the transition from laminar-to-turbulent flow is well reproduced by
the present numerical simulations.

A definite improvement in the results over the non-buoyant standard k–� model [31] is found
for the velocity components and plume mass fraction as long as the buoyancy constant, C3�,
is optimized. No significant difference can be observed in the velocity components between
the GGDH and SGDH models. However, the SGDH produces more accurate values for the
plume concentration. No information about the transient nature of the plume such as the puffing
frequency can be extracted from the RANS calculations where the transient large-scale structures
are smeared out in ensemble averaging. In the following section, the capabilities of our LES are
presented.

5.2. LES

5.2.1. Puffing frequency. When the low-density helium plume enters the enclosure, it accumulates
under a layer of the higher density ambient air. The plume gas gathered until it generates a Rayleigh–
Taylor instability. This is caused when a heavy fluid overlying a lighter fluid is accelerated. The
lighter plume gas accelerates upward through the overlying fluid creating a toroidal vortex. The
rising accelerating vortex entrains the surrounding air below it creating another heavy layer and
the cycle repeats [4, 5, 22]. This phenomenon creates a puffing frequency.
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Figure 6. Comparison of the predicted plume mass fraction (left) and turbulent kinetic energy (right) using
modified k–� models with experimental data: (a) y=0.2m; (b) y=0.4m; and (c) y=0.6m.
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Figure 7. Centerline streamwise velocity comparison.

Figure 8 shows the time trace of streamwise velocity at a point 0.5m above the plume source
along the centerline axis. The plume puffing frequency and magnitude for the various grid sizes
can be determined with the aid of these time trace plots. Puffing frequency is calculated by dividing
the number of puffing cycles by the time span for these cycles. One puff cycle is characterized
by a low streamwise velocity point followed by a high peak and then back to a low point. At the
coarsest mesh, the puffing magnitude is very weak and the puff frequency cannot be determined.
As the mesh is refined, the magnitude increases and a better estimate of the puffing frequency
can be attained. Compared with the puffing frequency of the experiment of 1.36Hz [22], the
meshes of 512×103,4096×103 and 32768×103 cells produce puffing frequencies of 1.2, 1.3
and 1.4Hz, respectively. As the mesh is refined, the accuracy of the puffing frequency increases
and the magnitude becomes more realistic.

In the following sections, results based on the finest mesh (32768×103 cells) will be used. In
Section 5.2.5, the effect of grid refinement will be investigated.

5.2.2. Mean flow results. The radial profiles of the time-averaged cross-stream and streamwise
velocity components are displayed for six heights in Figures 9 and 10, respectively. In Figure 9
the cross-stream velocity is in reasonable agreement with the experimental values. Entrainment
at the outer edges of the plume is well predicted for heights above 0.2m. Near the centerline
cross-stream velocity magnitudes are overpredicted. As shown in Figure 10, the time-averaged
streamwise velocities are in good agreement with the experimental values within experimental
uncertainty. As the distance from the plume source increases, the peak streamwise velocity begins
to overpredict the experimental data. At y=0.6m, the peak velocity moves outside the range of
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Figure 8. Time trace of streamwise velocity at y=0.5m above the plume source on the center axis for
different grid resolutions: (a) 64×103 cells; (b) 512×103 cells; (c) 4096×103 cells; and (d) 32768×103.
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experimental uncertainty. The experimental data indicate that the streamwise velocity eventually
decreases at y�0.6m. This occurs farther downstream in the simulations: 1.25m above the plume
source.

Figure 11 shows the radial profiles of the plume concentration: the centerline values are higher
than the experimental data and the discrepancies increase with axial distance. The predicted values
are outside experimental uncertainty for axial distances above 0.3m. To summarize, the plume
concentration is well predicted at the base of the plume, but the LES results produce a much
higher plume with smaller radial spreading rates compared with the experimental profiles. One
possible explanation is that the buoyancy-induced turbulence from the small scales of motion is
not resolved adequately with the present LES. This aspect will be investigated in Section 5.2.5.
The predictions near the base of the plume where the flow is in the laminar–turbulent transition
region are in good agreement with the experiments. Moving away from the plume source, the
flow should get closer to a turbulent jet structure, but the rate at which it does is lower than
expected. Thus, mixing rates are underpredicted and the plume rises without much lateral diffusion.
The underresolved buoyancy-induced turbulence leads to the overprediction of center axis values
leading to an underprediction of the mixing rates. These discrepancies may also be explained by
the subgrid scale model based on a constant Smagorinsky. Desjardin et al. [21] observed similar
trends in their results and suggested that some of the buoyancy production mechanisms occurred
at the small scale and were not accounted for in the Smagorinsky model. The present results also
support this conclusion. Worthy and Rubini [32] tested several subgrid scale models including
the standard Smagorinsky formulation, a buoyancy-modified Smagorinsky model and different
dynamic versions, applied to the turbulent buoyant plume of Shabbir and George [3]. They found
that the buoyancy-corrected Smagorinsky model did not bring any further improvement compared
with the standard Smagorinsky expression and that further development was needed in the dynamic
models. The key for further improvement may be the inclusion of backscatter in the subgrid scale
model.

5.2.3. Higher-order statistics. The radial profiles of the velocity rms are presented in Figures 12
and 13. The numerical values for both velocity rms components are well predicted and remain
within the limits of experimental uncertainty at all positions, except for the outer parts of the
plume. Figure 14 shows the time-averaged u′v′ at different heights. The shape of the experimental
profiles is well predicted at all locations. At heights below 0.5m, the predicted profiles are not
as smooth as those collected in the experiments. Best agreement for the magnitude is achieved at
y=0.5 and 0.6m, but there is an offset in the predictions: the peak values occur at smaller radial
distances.

5.2.4. Velocity spectrum. Figure 15 shows the streamwise velocity spectrum at a height of 0.4m
along the centerline. The data was collected at a frequency of 200Hz for the mesh of 4096×103

cells. The − 5
3 power law of the Kolmogorov decay is shown but is not a dominant feature of the

spectrum. The power spectrum decays more rapidly and a large region with a −3 power law can
be noticed. This is consistent with the existence of an inertial–diffusive subrange in buoyant flows
suggested by Papanicolaou [33] and evidenced in the LES simulations of Zhou et al. [20]. This
also gives an indication that the present grid (32768×103 cells) is fine enough to capture most of
the kinetic energy produced at the large scales. Similar observations were also found for the grid
consisting of 4096×103 cells.
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Figure 9. Comparison of time-averaged cross-stream velocity with experimental data: (a) y=0.1m; (b)
y=0.2m; (c) y=0.3m; (d) y=0.4m; (e) y=0.5m; and (f) y=0.6m.
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Figure 10. Comparison of time-averaged streamwise velocity with experimental data: (a) y=0.1m; (b)
y=0.2m; (c) y=0.3m; (d) y=0.4m; (e) y=0.5m; and (f) y=0.6m.
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Figure 11. Comparison of time-averaged plume mass fraction with experimental data: (a) y=0.1m; (b)
y=0.2m; (c) y=0.3m; (d) y=0.4m; (e) y=0.5m; and (f) y=0.6m.
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Figure 12. Comparison of the cross-stream velocity rms with experimental data: (a) y=0.1m; (b) y=0.2m;
(c) y=0.3m; (d) y=0.4m; (e) y=0.5m; and (f) y=0.6m.

Copyright q 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2008; 58:57–89
DOI: 10.1002/fld



80 W. CHUNG AND C. B. DEVAUD

Figure 13. Comparison of the streamwise velocity rms with experimental data: (a) y=0.1m; (b) y=0.2m;
(c) y=0.3m; (d) y=0.4m; (e) y=0.5m; and (f) y=0.6m.
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Figure 14. Comparison of the time-averaged u′v′ with experimental data: (a) y=0.1m; (b) y=0.2m; (c)
y=0.3m; (d) y=0.4m; (e) y=0.5m; and (f) y=0.6m.

Copyright q 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2008; 58:57–89
DOI: 10.1002/fld



82 W. CHUNG AND C. B. DEVAUD

10
0

10
1

10
2

10

10

10

10

10

10
0

frequency (Hz)

E
v’

v’

Figure 15. Power spectrum on streamwise velocity at y=0.4m along centerline.

5.2.5. Sensitivity analysis. The quality of LES calculations strongly depends on the filter width
directly related to the grid resolution in the present LES code. As the grid is refined further and
further, smaller and smaller eddies can be fully resolved. Thus, a trade-off must be sought between
resolution required and affordable computing time. The current mesh was progressively refined
and four different grids were tested: 64×103,512×103,4096×103 and 32768×103 cells. For
clarity, only results for the last three meshes are presented in this section. Poor predictions were
obtained with the coarsest mesh (64×103) at all positions. The mean flow statistics including
the time-averaged velocity components and the plume concentration, and higher-order statistics
(the velocity rms and u′v′) are plotted for the three grids and compared with the experimental
data in Figure 16. For clarity, only one position is selected: y=0.4m. However, similar trends
were observed for other axial positions. As can be seen in Figure 16(a)–(c), the results for the
velocity components and plume mass fraction obtained move closer to the experimental values
as the grid is refined. A much more significant effect of the grid size can be noticed for the
velocity rms and u′v′ in Figure 16(d)–(f). A finer mesh yields velocity rms and time-averaged
u′v′ closer to the experimental data. This is consistent with what is expected to occur when
smaller flow length and time scales are resolved and the impact of subgrid scale modeling is
reduced.

The other important parameter in the current LES is the Smagorinsky constant Cs, which controls
the amount of dissipation in the subgrid scale model. Smaller values of Cs result in lower levels
of dissipation. Simulations were run for Smagorinsky constants of 0.0,0.1,0.2 (default value)
and 0.3 and compared with the experimental data. To save computational cost, a grid size of
4096×103 was used. Cross-stream velocity, streamwise velocity and plume concentration for the
Smagorinsky constant values of 0.0, 0.1 and 0.2 are displayed at y=0.4m in Figure 17(a)–(c).
Decreasing the Smagorinsky constant moves the numerical values closer to the experimental
data for the mean flow statistics. At y=0.4m, best agreement with the experimental data is
achieved for Cs=0 (corresponding to no subgrid scale model): the numerical values are within
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Figure 16. Effect of the grid size at y=0.4m (◦ experimental, — 512×103, - - 4096×103, · · · 32768×103):
(a) cross-stream velocity; (b) streamwise velocity; (c) plume mass fraction; (d) cross-stream velocity rms;

(e) streamwise velocity rms; and (f) u′v′.
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Figure 17. Effect of the Smagorinsky constant on the time-averaged cross-stream velocity, streamwise
velocity, plume concentration, cross-stream velocity rms, streamwise velocity rms and u′v′ for the
mesh of 4096×103 cells at y=0.4m (◦ experimental, — Cs=0.0, - - Cs=0.1, · · ·Cs=0.2): (a)
cross-stream velocity; (b) streamwise velocity; (c) plume mass fraction; (d) cross-stream velocity

rms; (e) streamwise velocity rms; and (f) u′v′.

Copyright q 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2008; 58:57–89
DOI: 10.1002/fld



BUOYANCY-CORRECTED k–� MODELS AND LARGE EDDY SIMULATION 85

Figure 18. Effect of the Schmidt number on the time-averaged cross-stream velocity, streamwise
velocity, plume concentration, cross-stream velocity rms, streamwise velocity rms and u′v′ for
the mesh of 4096×103 cells at y=0.4m (◦ experimental, — Sc=0.5, - - Sc=0.6, · · ·Sc=1.0):
(a) cross-stream velocity; (b) streamwise velocity; (c) plume mass fraction; (d) cross-stream

velocity rms; (e) streamwise velocity rms; and (f) u′v′.
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the experimental uncertainty. However, it should be noted that near the plume source (y�0.3m),
the results for the plume concentration using Cs=0 significantly underpredict the experimental
data and are outside the experimental uncertainty region. In this region better predictions are
obtained for Cs equal to 0.1. Some possible improvement on the mean flow statistics may be
reached by decreasing the Smagorinsky constant, but this needs to be balanced with the significant
impact of Cs on the fluctuating properties, as shown in Figure 17(d)–(f). Decreasing Cs moves the
cross-stream velocity closer to the experimental profiles. However, an opposite trend is observed
for the streamwise velocity rms shown in Figure 17(e) where best agreement is obtained for
Cs=0.2. The influence of Cs on the time-averaged u′v′ is small. It is difficult to determine the
general effect of Cs on the predictions. The magnitude of the impact and the trends are different
according to the quantity considered. Furthermore, the effect of Cs will also depend on the mesh
resolution. The value of Cs becomes less significant as the mesh is refined. Thus, Cs must be
changed with caution and it seems to be best to keep a value between 0.15 and 0.2 for the present
grid.

The last parameter that may affect the results is the Schmidt number in Equation (12). Figure 18
shows the results for the velocity components, the plume concentration, the velocity rms and
the time-averaged u′v′ at y=0.4m for three values of Sc (0.5,0.6 and 1). As can be seen, the
turbulent Schmidt has a very small effect on the predictions. The biggest relative impact is on the
streamwise and plume concentration profiles. The small effect of the Schmidt number indicates that
the transport mechanisms at the resolved scale are advection dominated. This was also observed
in previous LES calculations [28, 34].

6. CONCLUSIONS

In RANS, the addition of buoyancy source terms via the SGDH and GGDH model resulted
in excellent agreement with the experimental data for both the streamwise velocity and plume
concentration profiles as long as an optimized buoyancy constant value can be found. Differ-
ences between the prediction using the SGDH approach and those using the GGDH model
were small. Overall, the SGDH model demonstrated the best performance in plume concen-
tration, whereas the GGDH model produced the best results for the streamwise velocity.
However, these results were shown to be sensitive to the buoyancy constant C3�. This is a
serious drawback for the present RANS simulations and it is expected that the constant may
have to be tuned depending on the conditions of the buoyant plume to be modeled. Further
improvement may be brought by implementing a second-moment closure to model the Reynolds
stresses [35].

The LES results were in very good agreement with the experimental data. The predicted
puffing frequency was very close to the experimental value and the instantaneous contours were
consistent with the experimental observations. The velocity plots indicated that the numerical
results were predicted within the limits of experimental uncertainty, while the plume concen-
tration contours showed that the present LES results overpredicted the experimental data near
the centerline. Some sensitivity of the results to the mesh was observed. Best agreement was
achieved with the finest mesh tested, i.e. 32768×103 cells but a good compromise for the mesh
size in terms of accuracy of the predictions and CPU time may be the 4096×103-cell-mesh.
Further grid refinement produced better time-averaged velocity components and plume concentra-
tion. The fluctuating quantities are much more sensitive to the grid size. It was shown that the
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Smagorinsky constant had a large impact on the predictions. Unless a dynamic model is used, a
value between 0.15 and 0.2 gave the best overall results. Very little sensitivity was noticed for
the Schmidt number. A subgrid scale model where the backscatter is allowed may yield further
improvement [36].

The choice of the most suitable method strongly depends on the expected level of accuracy,
computational resources and available timeframe. Future development may rely on hybrid RANS-
LES techniques where the transient large-scale structures are resolved using LES and advanced
RANS models are included [35].

NOMENCLATURE

C1� model constant in turbulent dissipation equation
C2� model constant in turbulent dissipation equation
C3 CFX buoyancy constant
C3� buoyancy constant
Cs Smagorinsky constant
C� turbulent viscosity constant
Dsgs subgrid diffusivity (m2/s)
G production of turbulent kinetic energy due to buoyancy (kg/ms3)
P production of turbulent kinetic energy due to shear (kg/ms3)
Rf flux Richardson number
Ri Richardson number
Re Reynolds number
S filtered rate of strain (1/s)
S� dissipation equation source term (kg/ms4)
S�B effect of buoyancy source term in the turbulent dissipation equation (kg/ms4)
S̃i j strain tensor (1/s)
Sc Schmidt number

g j gravitational acceleration (m/s2)
k turbulent kinetic energy (m2/s2)
p pressure (N/m2)

t time (s)
ui velocity component in the i-direction (m/s)
xi coordinate direction (m)
u cross-stream velocity (m/s)
v streamwise velocity (m/s)
Yplume plume mass fraction (dimensionless)

� filter width (m)

�i grid spacing in the i-direction (m)

�i j Kronecker delta
� rate of dissipation of turbulent kinetic energy (m2/s3)
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� molecular viscosity (kg/ms)
�t turbulent or eddy viscosity (kg/ms)
�sgs subgrid viscosity (kg/ms)
� density (kg/m3)

�0 source gas density (kg/m3)

�∞ reference density (kg/m3)

�k turbulent Prandtl number for kinetic energy
�t turbulent Prandtl number for production of turbulent kinetic energy due to buoyancy
�� turbulent Prandtl number for dissipation
�� CFX model constant
�u cross-stream velocity rms in LES
�v streamwise velocity rms in LES

� Reynolds-averaged quantity (RANS)
�′ fluctuating component (Reynolds statistic)
�′′ fluctuating component (Favre statistic)
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